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Abstract
Digital forms of metadata such as controlled vocabularies, taxonomies
and conceptual models play an important role in ensuring that data
satisfy the principles of ndability, accessibility, interoperability, and
reusability (FAIR). In turn, metadata also relies on semantic artifacts
called formal ontologies to make metadata computer processable. On-
tologies make metadata semantically rich with axiomatized denitions
that represent useful meanings, but adapting simple ideas of FAIRness
for a broad class of digital objects called semantic resources, especially
ontologies, raises a number of semantic issues. The focus here is on
issues involving community standards for rich metadata and adequate
grounding of these with meaningful semantics. This comes despite the
fact that in many ways, ontology developments have preceded, and pro-
ceeded well beyond, simple FAIR principles. We illustrate the value of
community standards by the development of capabilities to document
ontology modules sharing a common framework. As part of grounding
semantics, we suggest a useful direction is to capture the form of axiom
patterns using common ontology design patterns, which are themselves
grounded in foundational concepts.

1. Introduction
SCIENCE, ESPECIALLY OPEN SCIENCE IN A DIGITAL AGE, is in-
creasingly data driven, relying on integrated data access via the Web. This
open science strategy to use information artifacts has long been challenged
by the heterogeneity of big digital data and has led to increased reliance on
metadata to support nding, understanding and using relevant managed
digital data. As an aid to data management, the FAIR initiative (Wilkin-
son et al., 2016), with four foundational principles for Findablity, Accessib-
lity, Interoperablity, and Reusablity, has gained signicant traction. FAIR
principles provide, for example, some guidance on metadata practices to
support open data access and operation (Blomberg et al., 2016). An im-
portant feature of the FAIR principles is to go beyond simple metadata
using key-value pairs that describe basic characteristics found in typical,
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published datasets. Examples of simple metadata are tags for titles, iden-
tiers, text descriptions, keywords, publisher name, date of publication, or
terms of use. Databases such as the Disease Database (2022) are illustrative
of using this simple type of metadata to document data.

The FAIR foundation and more detailed guiding principles grew
in part out of the recognition that the vocabularies needed for metadata
should be standardized and further that some semantics is needed to enable
machine-actionability (i.e., the capacity of computational systems rather
than humans to nd, access, interoperate, and reuse data). Partly in re-
sponse to the useful role of FAIR principles many diverse semantic resources
and knowledge graphs (KGs) have been developed across the domains.
These domains are as varied as the biomedical and earth sciences. KGs
are very popular as useful integration artifacts because they in eect turn
related pieces of data into actionable knowledge units (De Smedt et al.,
2020).

To help with such things as data integration used in KGs, FAIR
includes rich metadata as a central concept as well as some metrics to help
objectively score FAIRness. This highlights the dependency of FAIR data
on appropriately rich, community agreed upon metadata. Such metadata
starts with FAIR vocabularies that are linked and have formal semantics to
allow automated processing (Figure 1). Another central feature, illustrated
in Figure 1, is that FAIRness is recursive with the role of FAIR metadata
at its level requiring some more fundamental grounding in a richer level.

So FAIR vocabularies need to be grounded in FAIR ontologies.
These are the ones obeying FAIR principles like ndability. But how is
FAIRness assessed?

As an aid FAIR provides some best practices of metrics for
data/informational resources (Crosswell, 2022). Metric tools, like self-
assessment instruments and validators, were developed early on (Wilkinson
et al., 2018; Devaraju et al., 2021) to generate a global FAIRness score. But
as work on FAIR has progressed it was recognized that the original technol-
ogy neutral concept of self surveyed “metrics,” involved a degree of subjec-
tive interpretation. This threatens the idea of adequate grounding of meta-
data for both machine processing and human understanding. The response
has been to develop several more objective measures called “Maturity Indi-
cators” (FAIR Maturity Indicator, 2019). Essentially maturity indicators
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describe the various components of FAIRness in operational ways that can
be objectively evaluated by semantic technologies tools (RDA, 2020). For
example, the rst maturity indicator for ndability, checks that a repository
implements accessible, structured metadata to enhance its discoverability
on the Web. This is essentially an existential check that a globally unique
and permanent identier (GUID) has been used to name a data element
and that an associated link can be resolved. The presence of any Linked
Data that can be found for a data element is then considered an objective
success (FAIR Maturity Indicator, 2019). A similar idea is adopted for
metadata. The metadata maturity indicator is an existential check that
metadata follows some “community-dened model.”

In both cases there is a degree of simple objectivity, but, on re-
ection, one might ask whether we have measured everything of interest
and in particular the meaning understood for vocabulary terms serving a
metadata role. There is, for example, no unique denition for “soil” or
”soil density,” and so there may be many dierent, but unique, GUIDs for
a named term in a vocabulary, dened in a vocabulary glossary and/or
data using the vocabulary label “soil.” Similarly, a community standard
may exist for dening particular metadata items, but the quality of this
standard, especially older standards that are not actively maintained, may
vary in important ways.
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As an example, Maron and Feinberg (2018) discuss the importance
of the way that standards creators, like the Dublin Core standard, under-
stand what it means to “adopt a standard.” This is dierent from the way
that web publishing platform implementations share digital collections as
well as how regular users understand what it means to “adopt a standard.”1
A key point here is that there can still be an uncomfortable degree of subjec-
tive understanding of maturity indicators and what a particular guideline
means. This highlights the centrality of semantic meaning in grounding
FAIRness. Unfortunately at the domain level (e.g., what is soil density?),
the required data vocabularies to use for some domain’s metadata are cur-
rently little more than lists, while others contain arbitrary denitions. This
lack of domain denitions that have good quality and are accepted by the
community is clearly a problem for FAIRness. Further, vocabularies lim-
ited to human readable text do not follow the encouraged FAIR practice for
metadata schemes, implied in Figure 1, which is to use a formal, accessi-
ble, shared, and broadly applicable language for knowledge representation
based on semantic models such as formal ontologies (Guizzardi, 2020). If,
for example, vocabulary can be described with measurable units (e.g., soil
density as kg/m3), more robust universal denitions are possible. However
many vocabulary words do not encompass such units in their meaning.

Ontologies, with standardized lexicons that include information
about how items are categorized and related to one another, play a role
both in building KGs and in supporting FAIR data principles. Such ontolo-
gies can provide semantically dened vocabularies usable for what FAIR
calls rich metadata annotations for data. The relations in Figure 2 illus-
trate how vocabulary standards, such as SoTerML (Pourabdollah et al.,
2012) and ontologies, such as GloSIS (Palma et al., 2020), further enrich
the data-metadata associations by embedding a particular concept within
a related conceptual pattern or schema.

It has long been understood that some degree of useful semantic in-
teroperability can be achieved by leveraging formal ontologies that capture
meaningful conceptualizations and that can be shared as digital artifacts.
As part of the Semantic Web initiative, Hein and James Hendler (2000),
for example, described the challenge of meaning-based data integration:

1A sign of how dicult it is to maintain links is the fact that FAIRsharing’s list
(https://fairsharing.org/standards/identierschema) of community-recognized identier
schemas has a broken link.
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To achieve semantic interoperability, systems must be able to
exchange data in such a way that the precise meaning of the
data is readily accessible and the data itself can be translated
by any system into a form that it understands.

However, the Semantic Web’s vision of easy interoperability has not been
widely achieved in the intervening years. While simple conceptual deni-
tions such as seen in Figure 2 can serve as links between dierent data,
there is no one, master, ontologically formalized conceptualization. Rather
there are as many ontologies as there are vocabularies dening conceptu-
alizations of data in dierent ways. This reects that fact that humans
understand and dene a concept, such as with the label “soil,” in many
dierent ways. Thus ontologies that are structured using vocabulary de-
nitions also come to reect dierent understandings. While the word “soil,”
for example, is conversationally used and understood in what seems a com-
mon, conceptual space there is no universally recognized, precise denition.
Contexts like agriculture evoke dierent conceptualizations of soil because
they emphasize things like manure as a constituent beyond the more typ-
ical constituents of sand and clay. Vocabularies, like ontologies, may have
implicit scope, but still may be understood by dierent people based on
their role relations to the domain being formalized. Even more concep-
tual dierences can be found, including the implicit meanings evoked by

Winter 2022



6

the topic of “soil liquefaction” or “soil contamination” (Todd-Brown and
Berg-Cross, 2022).

Recognizing that meaning can change subtly in the relations found
in dierent contexts encourages the use of supplementary semantic meth-
ods which go beyond creation of a simple conceptual model. These include
standardizing and aligning denitions to help clarify extant conceptual-
izations, which can in turn support nding and using appropriate labels
backed by community standard denitions for data. Thus connecting a
basic concept of “soil” with usual constituents to a sub-concept of “toxic
soil” with hazardous ingredients allows greater coverage across the wide
conceptual space that people understand about soils.

So a simple application of ontologies does not solve all the prob-
lems of data and meaning with respect to a domain. Thus researchers
have considered the FAIRness issues for ontologies themselves. This makes
sense since, as seen in Figures 1 and 2, FAIRness applies to metadata
and some of that FAIRness relies on ontologies. However, some problems
for ontology FAIRness are illustrated by a recent survey on disaster man-
agement ontologies by Mazimwe et al (2021). They performed FAIRness
tests using published information available as part of a review and found
that FAIR principles were seldom followed for many of the ontologies ana-
lyzed. Surprisingly the average Findability2 using the four FAIR Finding
criteria was only 1.8%, and the average Accessibility, which is provided by
functioning APIs, was only 5.8%. Only 4.3% of the retrieved ontologies
provided details about explicit mapping/correspondences between ontolo-
gies. Metadata schema issues were also reported by Mazimwe et al (2021)
such as a failure to use standard vocabularies to describe semantic artifacts.
And rather surprisingly 90.9% of URLs provided for the artifacts did not
conform to the well understood principle of uniqueness and persistence of
links.3 Some of the lack of resolvable URLs may reect “link rot” and the
fact that older (pre-2015 and hence pre-FAIR principles) ontologies were
included. Thus for a number of reasons it seems useful to examine some
issues about FAIR ontologies, especially semantic and community issues
that may involve more than simple ideas of FAIRness.

2Findability involves assigning unique and persistent identiers to a digital object,
and describing them with rich metadata that enable their indexing and discovery.

3The rst access principle requires that (meta)data are retrievable by their identier
using a standardized communications protocol.
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This paper discusses examples of community standardization eorts,
technologies and methodologies for developing FAIR ontologies and takes
a deeper look at ontology metadata and how harmonization across the
semantic spectrum is needed to facilitate semantic interoperability. The
remainder of the paper is structured as follows. Section 2 provides context
and illustrates some work and issues arising from a simple application of
FAIR principles to ontologies and the automation of meaningful metrics.
In Section 3 we provide some examples of independently developed guide-
lines for metadata documentation of ontology characteristics and content.
Section 4 presents a biomedical example of FAIR ontologies in the complex
COVID-19 domain and illustrates the value of a coordinated, community
eort to build related and interoperable ontologies. Section 5 concludes
the paper by examining the problem of grounding metadata so that it has
the rich semantics that is necessary for achieving the FAIR principles and
beyond.

2. Applying FAIR Guiding Principles to Ontologies
As context, some examples of FAIR ontology work is provided to

help understand some of the issues involved in nding, accessing and shar-
ing ontologies. We start with the idea of rich metadata used for ontologies.
We leverage rich metadata guidelines and methods that were developed for
the FAIR principles before looking at semantics beyond FAIR.

Ontological challenges relating to FAIRness, for whatever purpose,
start with nding one or more relevant ontologies and drilling down to con-
cept(s) within the ontology4. Providing rich metadata describing ontologies
in a meaningful way is essential for nding an ontology5. We can see how
this works from a FAIR perspective by simply replacing the concept of
“data” with “ontology” in FAIR guidelines (Poveda-Villalón, María et al.,
2020). This give us an aspirational start on nding relevant ontologies and
their conceptual elements using guiding principles:

FO1 Ontologies (and their elements) are assigned a globally unique and
persistent identier.
4Finding and accessing knowledge are closely related in deciding which ontologies to

use and are discussed together in this subsection.
5There is an obvious degree of recursion here since metadata describing an ontology

must itself be FAIR and such vocabularies should be grounded in fundamental concepts
about ontologies.
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FO2 Ontologies (and their elements) are described with “rich” metadata
(meta-ontologies6).
FO3 Ontologies (and their element’s) metadata clearly and explicitly
include the identier for the ontology/elements they describe.
FO4 Ontologies (and their elements) are registered or indexed in a
searchable resource.

FO1 reects principles like universal identiers and resolvable link-
ages. Ontologies have long included some such practices to help nd and
access their contents. Guidance to nd elements was part of the earlier
Linked Data principles growing out of the Semantic Web in 2006. Before
the widespread acceptance of FAIR principles for data research there were
Linked Data guidelines along with experience publishing ontologies on the
Web using permanent identiers and making them available through the
HTTP protocol (Janowicz et al., 2014). Despite this, as Mazimwe et al
(2021) have shown, even easy practices such as resolvable GUIDs may not
always be followed.

FO2 requires metadata about an ontology, most importantly what
its content is. Part of the early work with ontology repositories demon-
strated the lack of community agreed upon metadata standards for fully
describing even the basic content of ontologies. Dutta, Nandini and Shahi
(2015) observed, for example, that while the majority of ontology li-
braries/repositories used the term “author” to capture authoring informa-
tion of an ontology, some of the early libraries used the term “creator.”
This seems simple to x with linguistic concepts like “synonyms.” But
other meta-aspects of rich metadata, such as how to describe an ontology’s
content and structure to nd a relevant ontology, are more dicult to agree
on and implement.

Richness can be subjective and thus some of what humans nd sat-
isfyingly rich based on available background knowledge can be hard to
formalize for computer processing. Some knowledge represented in, say an
ontology schema, might provide a useful index to nd a relevant ontology.
But there is yet no universally agreed upon schema to represent the com-
plexity of a particular ontology’s content. Instead, any checking to nd

6There is an obvious recursion in richly describing ontologies by other ontologies
having a meta-ontology role.
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an appropriate ontology (or another semantic resource like a controlled vo-
cabulary) typically requires considering characteristics, such as quality of
dened meanings. These are characteristics that make an ontology relevant,
trustworthy and useful.

Simple ontology search tools do exist to use for some domains such
as biomedical topics (The Ontology Lookup Service, 2022). But they are
built to nd a relevant concept based on a label like “disease” or “soil.”
And while a list of candidates may be provided by such a simple search,
further analysis of candidate ontologies is usually needed. For example
studying taxonomic structure is important, which in turn requires access
and analysis (Jacobsen et al., 2020).

Use of metadata for interoperability is even more challenging than
nding separate but related ontologies. To start, we require APIs between
the repositories containing the ontologies. Moreover, these APIs may need
to access other ontological knowledge, possibly in other repositories, be-
cause ontologies, like data and metadata, are distributed. How does meta-
data tell us about what axiomatized information can be shared? How does
an automated operation tell that two denitions are equivalent or even
compatible?

We can provide a start on simple guidance for this type of opera-
tion by simply translating three FAIR data interoperability principles to
ontologies and see where they lead. We then have:

IO1 Ontology metadata use a formal, accessible, shared, and broadly
applicable language for knowledge representation across dierent on-
tologies. As part of a Semantic Web vision, the original interoperability
guidance was simple. The idea was to use metadata vocabularies that
conform to the major available logic-based knowledge representation lan-
guages (Berners-Lee et al., 2001). Unfortunately this ignores the content
of what is represented.
IO2 Ontology metadata use controlled vocabularies that follow FAIR
principles.
IO3 Ontology metadata includes qualied references to other ontology
metadata.

More experience with data interoperability has led to growing re-
quirements beyond the guidance of IO1 to just semantic language standards
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or even a direct use of ontologies represented in these languages. However,
the principle of “garbage in-garbage out” still applies, even if the represen-
tation language of an ontology allows automated processing. The quality
of what is represented in an ontology is what is important here and not
just the representational language.

Because there is no one master ontology to represent everything,
there is a need to interoperate between ontologies, guided by what we know
of them from IO2 and IO3. While there may be existential items that can
be checked from a meaning point of view, this is shallow and not rich
metadata. One can argue that we need more meta semantics as we move
to consider how to support interoperability of related ontologies, which are
increasingly stored, like data, in repositories. Deeper, rich documentation
here involves relating concepts. These may be captured in ontology map-
pings, alignment and even harmonization. But this can be hard and a
common approach is to simplify interoperability often to something like a
word-based shallow alignment between ontologies. One example of simple
alignment uses the Simple Knowledge Organization System (SKOS), which
is based on labels and/or a simple thesaurus scheme. SKOS represents sim-
ilarity of terms using linguistic or hierarchical representations like “broader
term” or loosely associative ones like “related terms” as opposed to richer
representations of semantic relations like “same class as.” While the SKOS
vocabulary is shallow, it is useful because it is formalized in a Resource
Description Framework (RDF) processable format. This provides at least
an entry step to an incremental semantic approach, which allows for sub-
sequent work to expand the scope and to provide richer domain semantics
(Berg-Cross, 2021).

3. Beyond FAIR to Richer Metadata Vocabularies for Ontologies
Ontological methods have something to contribute beyond the FAIR

guidelines. Interestingly, standardizing metadata for ontologies has fol-
lowed an incremental path to maturity that is a bit independent of, and
partly precedes, the FAIR initiative. To some extent this independent path
may have made ontology developers less motivated to use simple FAIR
ideas for ontology development and documentation. Here we can agree
with Amdouni, Bouazzouni, and Jonquet (2022) that we have yet to see
a clear methodology implemented and tooled to automatically assess the
level of FAIRness to ontologies. But in some ways, even without common,
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tooled methods, we have worthwhile resources to take a few steps toward
rich metadata for ontologies.

An initial step towards a standardized metadata vocabulary was
taken with development of the Ontology Metadata Vocabulary (OMV) by
Hartmann et al. (2005). The work provided a broad, if not deep, view of
key metadata requirements, which, in part, both pregure FAIR principles
by some 10 years (the ones overlapping with FAIR are emboldened below)
and include semantic aspects beyond initial FAIR principles.

Eight factors were developed as listed below, and a few highlights are
worth noting. One is that OMV includes factors like usability for humans.
But as a formal semantic eort it also provide guidance on making the
models processable. Another is that it includes an important distinction
between the rationalized conceptualization underlying ontological develop-
ment and the pragmatics of how an ontological model might be realized in
ways that are helpful for a range of users. Another important idea is that
it lists some minimal documentation of key information.

1. Accessibility. Ontology metadata must be accessible and processable
for machines as well as humans.
2. Usability. The metadata should be understandable so that a majority
of domain users should be able to readily apply metadata.
3. Reuse. Because ontologies are a (or the) core technology for the Se-
mantic Web, its metadata should reect key issues of the Semantic Web
such as reuse and sharing of knowledge.
4. Conceptualization vs. Realization. Metadata must reect a distinc-
tion between the underlying semantic conceptualization and its partic-
ular realization as a concrete ontology digital artifact.
5. Interoperability. Metadata interoperability is key and was dened
as conforming to the major representation languages being used for Se-
mantic Web applications in 2005, such as the Web Ontology Language
(OWL).
6. Documentation. Metadata documentation should provide at mini-
mum information about technical, statistical, accessibility, management
information, etc.
7. Extensibility. Reecting special user needs and the reality that on-
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tologies are built incrementally as knowledge requirements and issues
unfold, it is required that beyond such standard metadata, facts can be
added and extended easily.
8. Expressiveness. Metadata must be expressive enough to represent all
desired aspects, as presented above.

With the growing impact of ontology repositories between 2005 and
2014 the wide, principled scope of metadata, the proposed OMV needed
more detail to guide behavior. OMV was followed by a more detailed de
facto guideline called “Metadata for Ontology Description and publication”
(MOD) (Dutta, Nandini and Shahi, 2015). This reected the actual experi-
ences to nd and share relevant ontologies in repositories such as BioPortal.
MOD’s guidance concerns how to document ontology characteristics and
contents so that they are easily identiable and reusable for various knowl-
edge engineering tasks. These documentation requirements were derived
from a bottom-up survey of repository searches, which identied detailed
and specic properties used in ontology repositories. As a result of their
survey and analysis, Dutta, Nandini, and Shahi (2015) also proposed eight
requirements for ontology documentation. These partially overlapped with
OMV’s metadata requirements (such as Extensibility and Usability):

1. Brevity: The vocabulary should consist of a minimal set of elements
maintaining balance between necessity and suciency.
2. Clarity: The metadata elements must be well dened, and clear de-
scriptions should be provided.
3. Simplicity: The vocabulary should be easy to use.
4. Authority: The vocabulary design should be based on a sound
methodology in the sense that the inclusion of terms in the vocabulary
are justied.
5. Standardization: The element names should be standardized. To con-
rm the standardization, the individual elements should be mapped with
the existing standard vocabularies.
6. Extensibility: The vocabulary should be extensible.
7. Usability: The vocabulary should support the reuse of the described
resources. In other words, the vocabulary should allow the cre-
ators/developers to highlight the usage and the quality of the resources
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in a well-dened manner.
8. Interoperability: The vocabulary should be interoperable. That is, it
should conform to the major knowledge representation languages then
in use for Semantic Web (Berners-Lee et al., 2001) applications.

As with FAIR principles there are issues with objectivity of the
guidance. Characteristics like “brevity” and “clarity” are comprehensible
to humans, but there is no easy guidance to make the brevity of meta-
data quantiable. From a process point of view, what are well dened and
clear descriptions? Further, principles like standardization of vocabularies
do not address the quality of a vocabulary. More immediately helpful to
documenting ontologies with metadata was MOD’s use of seven metadata
facets that include aspects like a basis for Authority, along with Rights and
Licenses needed for ontological use. MOD facets are populated using 15
classes7 that are formalized and expressed in the Web Ontology Language
and thus processable8. The classes were derived by analyzing top-level
facets such as Authority. For instance, the Authority facet identies the
person/organization that created the ontology and/or who exercises con-
trol over an ontology, or originated an ontology document. MOD semantics
considers both Person and Organization as classes and these are grouped
under a general class called Agent. The Environment facet includes classes
like OntologyTool, OntologyLanguage, and OntologySyntax (Dutta, Nan-
dini, and Shahi, 2015).

Perhaps the most interesting top-level facet is domain coverage.
This often describes technical metrics about the ontology, such as the num-
ber of classes and properties, and the scope, which include requirements
and a standard practice for developing ontologies called community compe-
tency questions (Aminu et al., 2020). Documenting competency questions
takes metadata well beyond simple FAIR guidance. While a pattern of
classes might be used to dene a domain, often this is shallowly abbre-
viated with a label such as “protein” or “soil.” But if reference is made
to an ontology, a processable denition with axioms can be available and
instances of a domain can be dened using RDF schemas. This is much
more in the style of rich metadata, and we can see below an example of

7A class is a conceptual collection of things that share common attributes.
8Note that this was done several years before the FAIR standard and reects earlier

emphasis from the Semantic Web.
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an axiomatized denition in the Environmental Ontology (ENVO) using
standard relations also found in various other ontologies.

For example, Soil
is a type of environmental material
has quality some porous
has part some sand
has part some organic material
has part some mineral material
has part some (chemical entity and (has role some nutrient))
part of some pedosphere
has part some clay
has part some silt

MOD has been used successfully as part of ontology development,
but the range of possible metadata growing out of MOD’s suggestions is
large. Agro-Portal, for example, now recognizes 346 properties from exist-
ing metadata vocabularies that could be used to describe dierent aspects
of ontologies and other semantic resources (Toulet, Dutta, and Jonque,
2018). This is rich in number but not always in depth. So choosing which
metadata vocabulary items to use can be an issue.

A further tuning of documentation requirements provides some idea
of which elements are essential as part of publication and/or in ontol-
ogy repositories. The Minimum Information for Reporting an Ontology
(MIRO) initiative, associated with the Open Biomedical Ontology (OBO)
Foundry, provides guidance for what ontology developers should document
about an ontology (Matentzoglu et al., 2018). If MOD was aimed at im-
proving ontology repositories, MIRO added a goal of what should be doc-
umented in scientic reports. The MIRO guidelines specify the level of
importance using a “must,” “should” or “optional” label for each element
as an aid to improving the quality and content consistency of the informa-
tion descriptions. This further constrains the variability in descriptions of
ontologies. At a minimum, for example, developers must describe the devel-
opment methodology, provenance and context of information being reused.
MIRO denes 34 information items, some of which, such as “ontology
name”, “ontology license” and “ontology URL,” are content-independent,
i.e., do not depend on what an ontology is about. They are thus not really
rich metadata, although they will have GUIDs that are resolvable.
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The MIRO work is signicant, but as noted by Amdouni, Bouaz-
zouni, and Clement Jonquet (2022), MIRO properties are not explicitly
aligned with FAIR principles and assessment methods. In reality MIRO’s
11 guideline items for ontology content go beyond FAIR and have been of
importance for supporting ontology standardization and interoperability.
In particular two guidelines go deeper than FAIR and were considered very
important for users. These are information about ontology relationships
and about axiom patterns. Both can be seen in the example of an ax-
iomatized denition for soil. Guidance for relations and patterns reads as
follows:

E.9 Ontology relationships and properties used in the ontology must be
documented.
E.10 Axiom patterns must be documented. An axiom pattern is a reg-
ular design of axioms or a template for axioms used to represent a cate-
gory of entities or common aspects of a variety of types of entities. The
previous example of an axiom pattern used to dene “soil” illustrates
this.

In ontology tools like Protégé one can see and select from dened
relations needed to implement E.9. Examples are part, participation and
composition relations. In the OBO Foundry, for example, one may see a list
of available relations stored in the Relations Ontology module (OBO Rela-
tion Ontology, n.d.). A participation relation, for example, has sub-types
such as input_of to further specify the nature of participation. Metadata
documentation of relations and axioms makes it possible to understand
how concepts are conceptualized and represented. Documenting axiom
patterns with a canonical set of Ontology Design Patterns takes one even
deeper towards ontology interoperability, since the use of a common design
based on good practices provides a common point for both development
and inter-operation.

To help start ontology development one can search various catalogs
of ontology design axiom patterns. These can be used as starting points for
ontology development (ODP, 2022). Ontology design patterns are largely
hand crafted because computationally extracting axiom patterns from an
extant ontology remains dicult. However, early attempts have been made,
such as extracting syntactic regularities from ontologies as proxies for axiom
patterns (Mikroyannidie et al., 2011).
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More recently, the Shapes Constraint Language (SHACL) standard
and SHACL shape graphs provide a description of data graphs satisfy-
ing particular conguration conditions. This means one can dene model
shapes using vocabularies that are themselves dened and expressed in
RDF graphs. In turn SHACL-dened shapes can be tied to the shape of
ontological concepts and ontology design patterns because particular ontol-
ogy design pattern axioms describing conceptual constraints on instances
operate in a similar fashion to SHACL-generated constraints. Thus, closing
the loop, an argument has been made that the structure of ontology de-
sign patterns might be used as an empirical basis for SHACL shape graphs
(Pandit et al., 2018). This might aord some automated documentation
of axiom patterns (Cimmino et al., 2020; Blomqvist et al., 2021) and pro-
vide a deeper basis for objective and processable axiom patterns used to
describe ontology concepts.

An important distinction among ontologies is whether the ontol-
ogy is intended to deal primarily with concepts or with data. The former
kinds of ontologies will contain logical statements framed in terms of do-
main attributes and how they dene the meanings of things in that domain
(Bennett, 2021). These logical statements can be used by humans to un-
derstand things in the domain and to explain more complex collections of
inter-related things. When things in a domain need to be represented with
data, the ontology is often known as an “operational” or “application” on-
tology. Since the FAIR principles are concerned with data, it would seem
that the only ontologies that would matter for FAIR are ones that deal
with data. However, further analysis suggests that there may be dier-
ent styles of ontology that deal with operational data. An ontology for
integrating multiple sources of data may need to have more semantically
nuanced distinctions to deal with the dierent ways those data sources re-
ect conceptualizations of the world. On the other hand, an ontology for
reasoning over data (e.g., in a knowledge graph) would typically be sim-
pler (Baclawski et al., 2021). Furthermore, even an ontology that is purely
conceptual must still be represented using data (e.g., in OWL or rst-order
logic), and so the FAIR principles are relevant to the ontology itself.

There are other dierences between operational and concept ontolo-
gies. For example, an operational ontology need not use a full foundational
ontology to partition its world. It would also typically have fewer relation-
ships, with little or no use of constraints such as property domains and
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ranges. By contrast, a concept ontology would have a richer set of relation-
ships such as for dierent types of whole-part relations, and would reect
the many constraints that apply to the relationships and properties.

Any metadata that is intended to be used for ndability and
reusability needs to recognize and accommodate the distinction between
conceptual and operational ontologies as well as distinctions among dif-
ferent styles of operational ontology. Otherwise an ontology developed to
dene real-world meanings may get re-used in an ontology application for
data processing, with generally bad results. The intended use of an on-
tology is an example of an ontological commitment. In a similar vein,
metadata should be included for other ontological commitments, such as
realism and 4D “extensional” ontologies9.

4. Scoping the Community Role in Quality Ontologies
As we have seen there is a need for richly developed vocabularies

to describe a given domain. Perhaps no domain has systematically devel-
oped ndable ontologies to support data use more than the biomedical eld
(Smith et al., 2008). A good biomedical community example is what has
been developed as part of the OBO Foundry (OBO, n.d.). Besides a large
user base and consistent management activity, the OBO Foundry Tools fea-
ture operational rules that are easy to nd and access, along with a suite
of automated tools to validate rule compliance and a dashboard for easy
understanding on an ontology’s degree of conformity with each principle
(OBO Foundry Tools, n.d.; Jackson et al., 2021). Taken as a whole this
work illustrates:

• principles and practices to ensure that relevant biomedical ontologies
are ndable.

• the use of a modular approach to support alignments and extensi-
bility, and

• systematic axiomatizations of concise denitions that users may use
for search.

When properly executed by a sizable, federated community, these principles
can help improve overall quality and interoperability between ontologies

9A 4D ontology regards individual objects as being four-dimensional, having spatial
and temporal parts, and existing immutably in space-time.
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whose use in turn supports the goals of FAIRness.
Starting with the rst principle above, one may nd relevant con-

ceptualized biomedical and associated domain vocabularies to make data
FAIRer just by using the OBO registry (OBO Registry, n.d.). Here one
nds persistently available, versioned copies of ontologies represented in
OWL that are accessible using standardized interfaces. Protocols for re-
trieving well managed ontologies from repositories like BioPortal and the
OBO Foundry are explicit and easy for both humans and machines. Fur-
thermore, storage of ontologies on GitHub repositories include well-dened
mechanisms to obtain authorization for access to versioned ontologies.

Of great importance is nding information about an ontology’s cov-
erage and scope. This essentially concerns the relevance of an ontology and
what it claims to cover (Matentzoglu et al., 2018). In practice, as noted
earlier, nding a relevant and accessible ontology requires good searching
skills and experience followed by consideration of what is known about the
ontology. General guidance for creating rich metadata, in the form of meta-
ontologies, and registering them in trustworthy repositories can also help
with other FAIR principles such as accessibility. But, as we have seen, there
are a wide range of approaches to metadata for ontologies. Accordingly
we should add richer information such as taxonomic classes and property
relations, which may facilitate data integration and interoperability, and
whether a state-of-the art, general ontological methodology or framework
has been used10.

A good illustration of such considerations in the biomedical domain
was driven by the COVID-19 pandemic. This pandemic challenged health-
care systems and research worldwide as worldwide data was collected, but
needed to be integrated and made broadly and rapidly available to re-
searchers. Unprecedented amounts of data sourced from public health
surveillance were put to varied uses. These included vast amounts of real-
time monitoring of outbreaks, the analysis of current and forecast trends,
and analysis of news reports and organizational briengs about utilization.
Numerous heterogeneous information systems were used by institutional re-
searchers and hospitals capturing virological, epidemiological, and clinical
characteristics. This resulted in fragmentation and the creation of multiple
interoperable data “silos.”

10For example, the OBO Foundry (Jackson, Rebecca et al., 2021).
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Rapid identication of a data integration problem quickly led to
standardization eorts, starting with data about infections. In the OBO
Foundry the Coronavirus Infection was formally dened using concepts
from an aligned suite of modular interoperable ontologies. These include
the Infectious Disease Ontology (IDO) and the Chemical Entities of Biolog-
ical Interest (ChEBI), as well as the Human Phenotype Ontology for human
host phenotypes. Updated standardization for COVID-19 was guided and
simplied by the use of semantic resources and incorporation of knowl-
edge organization systems (taxonomies and vocabularies as well as OBO
ontologies) as background knowledge. This started with designing a com-
mon space that included a standard vocabulary dening the symptoms of
a “Coronavirus Infection:”

is characterized by fever, cough and shortness of breath and
that has a material basis in SARS-CoV-2.

This denition can easily be found in trusted places, based on sound
principles and practices like the OBO-Foundry. It can also be found us-
ing special ontology search engines such as the Ontology Look up Service
(OLS) or the European Bioinformatics Institute (EBI-EMBL). The stan-
dard denition found in these sources includes a common identier that is
not only in ontologies and Wikipedia, but is axiomatized throughout the
OBO Foundry. Using OLS we nd the same (unambiguous) concepts cross
referenced in dierent access tools. Along with other material it can be
found in the following:
url:https://www.cdc.gov/coronavirus/2019-ncov/about/index.html
url:https://www.ncbi.nlm.nih.gov/pubmed/?term=32007145
url:https://www.ncbi.nlm.quadih.gov/Taxonomy/Browser/wwwtax.cgi?id=2697049

To esh out the COVID-19 model some vocabularies of the core
IDO model were enhanced by introducing the metadata/ontology vocabu-
lary item acellular. This captures the idea of a structure to cover viruses
along with other acellular entities that are studied as part of virology. These
allowed distinguishing between infectious agents (i.e., organisms with an in-
fectious disposition) and infectious structures (i.e., acellular structures that
have an infectious disposition). Several new extensions in IDO virus ontol-
ogy (VIDO) (Babcock et al., 2021) and the Coronavirus Infectious Disease
Ontology (CIDO) (He et al., 20210) were developed and aligned with part
of IDO so these ontology modules shared the same vocabulary (e.g., the
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concept of Symptom). Together these were designed to align and provide
broad coverage across various aspects of the infectious disease domain such
as allowing simple extensions to new pathogen-specic ontologies, which
helped identify drug candidates that could be repurposed for an eective
and safe COVID-19 treatment. Over 90 chemical drugs and antibodies
against human coronavirus diseases were identied early on by mapping
anti-coronavirus drugs to ontology identiers from ChEBI and drug data
using semantic similarity analysis (Liu et al., 2020).

This work shows the role of extendable modular domain ontologies
working together to support interoperability at both the data and onto-
logical level. The common OBO metadata also support other semantic
resources like the creation of KGs which put diverse data together. It also
illustrates the incremental way that modular ontologies may be matured
over time (Berg-Cross, 2022).

5. Conclusion and Challenges for Grounding Metadata
We have seen some challenges pursuing shallow, objective grounding

of concepts for approaches like FAIR maturity indicators. In the case of
data these rely on too simple and shallow a semantic view of operationally
dened meanings. In conclusion we can understand some of the problems
of meaning that arise because of the recursive design considerations for
the FAIRness evaluation framework. This reects the insistence that all
components of the evaluation framework should themselves be FAIR and
would apply across the full range of digital forms of semantic resources.
Most notably they apply to controlled vocabularies and taxonomies used
to play the role of metadata along with ontologies that also play an impor-
tant role in making metadata FAIR. These all need to be FAIR. However,
generating a semantic model is often the most time-consuming step of what
goes into systematically making data and metadata FAIR (Jacobsen et al.,
2020). Moreover, users have to nd and access a relevant ontology rst to
support this type of interoperability. But domain ontologies typically don’t
fully cover domain user interest or provide meta-ontology links to connect
relevant ontologies; and, as we have argued, there is often the issue of al-
ternate ontologies as well as other forms of semantic resources that might
provide additional, possible conicting information. Although ontologists
have developed several guiding principles for documenting ontologies, nd-
ing and developing the range of resources needed for proper scoping and
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coverage can be dicult for ordinary users. Grounding a whole suite of
semantic resources using a meta ontology is still more dicult.

Metadata play a key role from nding to interoperation. An exam-
ple is the diversity of conceptualizations of soil that was mentioned previ-
ously. What might be a simple example of rich metadata usable to start
formally disambiguating many alternate denitions? One might think that
the source for this richness is found in the related schemas of ontologies.
However, these axiomatized schemas need to be grounded in community
agreed upon conceptualizations rather than arbitrary semantic resources
expressed in various ways. One can start with a domain ontology as shown
in Figure 3, and one can point to an example of an axiomatized schema for
soil in ENVO used as a previous example. The richness of an axiomatized
denition relies in part on further denitions of terms and their axiomati-
zations supporting the soil denition. Thus “porous” is further dened in
text as “a porosity quality inhering in a bearer by virtue of the bearer’s
being capable of admitting the passage of gas or liquid through pores or
interstices.” In this way rich metadata becomes more richly connected,
replacing simple value pairs with a complex axiom pattern, which are, in
turn, grounded in rationalized and useful denitions agreed upon by a com-
munity. There is a clear illustration of recursion of semantic grounding in
such examples.
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Having a common meaning is central to grounding, which implies
that we need some better requirements for the grounding of meta ontolo-
gies. The concept of “porosity”, for example, is not axiomatized in ENVO
(2002). But some upper domain reference models do oer a range of basic
concepts that might suce for such grounding. These use basic concepts of
containers and voids (Brodaric and Hahmann, 2014; Brodaric, Hahmann,
and Gruninger, 2019). As shown in Figure 3 this takes us one step fur-
ther in grounding, and this can be further grounded in something like the
Unied Foundational Ontology (UFO) (Guizzardi et al., 2022). The UFO
combines theories from philosophical reasoning about formal ontology with
cognitive science and linguistic theory. Operationally it is composed of
a handful of micro-theories that cover fundamental conceptual modeling
notions such as kinds, primitive types and collectives. Still more ground-
ing can be obtained by including concepts to describe the type of class a
“kind” is and to detail meta-relationship (logical) types like “reexivity”
and “symmetry”.

Some decisions on grounding may be found by studying conversa-
tions within a community and/or by a at decision that can be defended
practically. In other cases physical observations may be used, and objective
rules may be established.

Some ontology management activities may be needed as a result of
search activities. In practice, when a simple search for terms of interest
within an identied, relevant ontology is unsuccessful, new ontology terms
are often dened and added to the existing ontologies. But this must be
done cooperatively so that related ontologies and their users are aware of
the changes. If the structure of an existing ontology seems unsuitable, new
ontologies may have to be developed. An example of this is the existing
mismatch between the SWEET and ENVO ontologies, which were inde-
pendently developed and which have very dierent structures (Pouchard
and Huhns, 2014; Karam at al, 2020). However, this is a time-consuming
process that often needs to be undertaken with a team of domain experts
in consultation with ontology experts.
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